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#### Abstract

Molecular fragmentation methods have revolutionized quantum chemistry. Here, we use a graph-theoretically generated molecular fragmentation method, to obtain accurate and efficient representations for multidimensional potential energy surfaces and the quantum time-evolution operator, which plays a critical role in quantum chemical dynamics. In doing so, we find that the graph-theoretic fragmentation approach naturally reduces the potential portion of the time-evolution operator into a tensor network that contains a stream of coupled lower-dimensional propagation steps to potentially achieve quantum dynamics with reduced complexity. Furthermore, the fragmentation approach used here has previously been shown to allow accurate and efficient computation of post-Hartree-Fock electronic potential energy surfaces, which in many cases has been shown to be at density functional theory cost. Thus, by combining the advantages of molecular fragmentation with the tensor network formalism, the approach yields an on-the-fly  quantum dynamics scheme where both the electronic potential calculation and nuclear propagation portion are enormously simplified through a single stroke. The method is demonstrated by computing approximations to the propagator and to potential surfaces for a set of coupled nuclear dimensions within a protonated water wire problem exhibiting the Grotthuss mechanism of proton transport. In all cases, our approach has been shown to reduce the complexity of representing the quantum propagator, and by extension action of the propagator on an initial wavepacket, by several orders, with minimal loss in accuracy.


## 1. INTRODUCTION

The quantum mechanical treatment of electrons and nuclei is critical for a wide range of problems of interest in biological, materials, and atmospheric systems. ${ }^{1}$ For example, hydrogen transfer processes and hydrogen bonded systems are ubiquitous, ${ }^{2,3}$ but the detailed study of such processes is confounded by the presence of non-trivial quantum nuclear effects, such as hydrogen tunneling, ${ }^{1,4-9}$ coupled with electron correlation. ${ }^{10}$

For the study of electron correlation in most molecular systems, chemical accuracy may be obtained using the wellknown $\operatorname{CCSD}(\mathrm{T})$ method $^{11}$ with an associated computational cost that scales as $O\left(N^{7}\right)$, where $N$ represents the number of electronic basis functions. The quantum dynamical treatment of nuclei, however, is thought to be exponentially complex. ${ }^{12-15}$ As a result, the accurate study of quantum nuclear dynamics is complicated by the following challenges: (a) The computational cost associated with obtaining accurate electronic potential energy surfaces needed to define the dynamics is complicated by the fact that the number of configurations needed to depict the surfaces may grow exponentially with the number of quantum nuclear dimensions. ${ }^{16-21}$ (b) The storage of the operators such as the quantum propagator and the wavepackets also may grow exponentially with dimensions, ${ }^{22-25}$ and finally, (c) the action of the quantum propagator on a wavepacket, that is, the actual
quantum dynamics step, also may require a set of operations that grow exponentially with the number of dimensions. ${ }^{14,15,24,26}$ Associated with these challenges, multiple quantum computing platforms have been recently developed and may provide an approach toward the efficient treatment of the quantum nuclear dynamics ${ }^{27-34}$ and electronic structure. ${ }^{35-45}$

Despite progress, critical challenges remain. For quantum nuclear dynamics, one complication that multidimensional problems ${ }^{21,46-48}$ present is that the potential energy surface is entangled across dimensions. To address this issue, in this publication, we present a quantum propagation strategy that utilizes our recently developed graph-theoretic approach to molecular fragmentation as a means to provide the potential surface ${ }^{46,49-57}$ and associated description of quantum propagation. This approach allows us to decouple the multidimensional quantum nuclear representation into a family of lowerdimensional quantum problems that may be streamed in

[^0]
parallel. There appear deep connections between our strategy and other techniques that reduce quantum circuit depth through circuit decoupling approximations. ${ }^{58-62}$

The paper is organized as follows: In Sections 2 and 3, we highlight our new approach which uses molecular fragmentation to create a quantum nuclear wavepacket propagation scheme to drastically reduce the complexity of quantum nuclear propagation. The approach is benchmarked for a protonated water wire problem in Section 4. Conclusions are given in Section 5.

Additional computational aspects are discussed in Appendix A and the Supporting Information.

## 2. MOLECULAR FRAGMENTATION NATURALLY YIELDS A TENSOR NETWORK REPRESENTATION FOR QUANTUM PROPAGATION

In refs 46, 49-57, 62, and 63, we have developed and demonstrated the utility of a graph theory-based molecular fragmentation ${ }^{64-84}$ approximation that is based on many-body expansions ${ }^{70,71,85-98}$ embedded within an our own n-layered integrated molecular orbital and molecular mechanics (ONIOM) ${ }^{69,99-103}$ scheme. We have used the approach to compute conservative Born-Oppenheimer ${ }^{49-51}$ and extended Lagrangian ${ }^{50,51} \mathrm{ab}$ initio molecular dynamics (AIMD) trajectories at the accuracy of CCSD and MP2 levels of theory but at the computational cost of density functional theory (DFT). We have also presented condensed-phase electronic structure studies at hybrid DFT accuracy at the computational cost of pure DFT functions. ${ }^{56}$ We have demonstrated an adaptive, multi-topology-based molecular fragmentation approach for AIMD ${ }^{57}$ and multidimensional potential energy surface calculations. ${ }^{46,54}$
The implementation of this methodology allows simultaneous use of Gaussian, ${ }^{104}$ ORCA, ${ }^{105} \mathrm{Psi4},{ }^{106}$ Quantum Espresso, ${ }^{107}$ and OpenMX ${ }^{108}$ within a single electronic structure, dynamics, and potential surface calculation. An efficient approach for quantum computation has also been derived from these methods, ${ }^{62}$ and machine-learning generalizations have also been presented in ref 63. In this section, we utilize the graph-theory-based molecular fragmentation to provide an efficient representation for quantum nuclear dynamical propagation.
2.1. Quantum Time-Evolution Operator Represented Using Potential Surfaces from Graph-Theory-Based Molecular Fragmentation. A molecular system ${ }^{56}$ is divided into a set of fragments. These fragments are treated as nodes within a graph. All nodes are then connected based upon a distance cut-off criterion, to form edges, and these edges help capture two-body interactions between the node fragments. The set of nodes, depicted as $\mathbf{V}_{0}$, and the set of edges, depicted as $\mathbf{V}_{1}$, are used to define a graph, $\mathcal{G}$. Higher-order local many-body interactions between the nodes are captured by considering contributions from a set of simplexes. ${ }^{109-113}$ Simplexes are defined as geometric objects with an arbitrary number of vertices, where all pairs of vertices are connected. These include fragments formed from triangles within the set depicted as $\mathbf{V}_{2}$ which represents all faces within the graph, tetrahedral objects formed from four nodal fragments that reside within the set $\mathbf{V}_{3}$, and so on.

For a given molecular geometry, $\mathbf{R}$, influenced by ONIOM, ${ }^{99,102,103}$ the system energy at some low level of electronic structure theory, level, 0 , with energy $E^{\text {level, },}$, is corrected using graph-theoretically generated ${ }^{46,82-57}$ many-
body expansions ${ }^{70,85-88,90,94-98}$ to arrive at the energy expression ${ }^{46,52-57}$

$$
\begin{equation*}
E_{\mathcal{R}, \mathcal{G}}(\mathbf{R})=E^{\text {level }, 0}(\mathbf{R})+\sum_{r=0}^{\mathcal{R}}(-1)^{r} \sum_{\alpha \in \mathbf{V}_{r}} \Delta E_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right) \mathcal{M}_{\alpha, r}^{\mathcal{R}} \tag{1}
\end{equation*}
$$

This expression has been shown to serve well as an approximation to the energy at a higher level of electronic structure theory, level, 1 . In eq $1, E_{\mathcal{R}, \mathcal{G}}(\mathbf{R})$ is the energy associated with molecular geometry $\mathbf{R}$ using graphical decomposition $\mathcal{G}$. The quantity, $\mathcal{R}$, is the rank of the largest simplex included and captures the $(\mathcal{R}+1)$-body interaction terms between the nodal fragments. The quantity $E^{\text {level, }}(\mathbf{R})$ is the energy of the full system at "level, 0" electronic structure theory. Furthermore, $\Delta E_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)$ is the difference between "level, 1 " and "level, 0 " electronic potential energies for the $\alpha$-th $(r+1)$ body molecular fragment

$$
\begin{equation*}
\Delta E_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)=E_{\alpha, r}^{\text {level }, 1}\left(\mathbf{R}_{\alpha, r}\right)-E_{\alpha, r}^{\text {level }, 0}\left(\mathbf{R}_{\alpha, r}\right) \tag{2}
\end{equation*}
$$

The fragments are determined from the graphical decomposition, and the quantities $\mathbf{R}_{\alpha, r}$ represent the geometry of the $\alpha$ th molecular fragment that is an $(r+1)$-body term in the manybody expansion. The quantity $\mathcal{M}_{\alpha, r}^{\mathcal{R}}$ in eq 1 is a multiplicity term to prevent over-counting in the graph-theoretic expression and includes the number of times the $\alpha$-th $(r+1)$-body term appears in all fragments of the rank greater than or equal to $r$. The methodology for obtaining the graphs (and hence fragments that are denoted by the simplexes) is general and allows for treatment of non-uniform systems, based on the needed level of local many-body interactions. Although this graph-based fragmentation approach has been discussed in detail in refs 46, 49-57, 62, and 63, in Appendix A, we present an illustration of how this is done for complex systems. The overarching goal of our study here is to take steps toward performing quantum nuclear dynamics simulations where the potential surface is determined as per eq 1 and its multi-topology generalizations. ${ }^{46,54,57}$

In quantum dynamics, a nuclear wavepacket is evolved in time using the quantum propagator which may be written through Trotter factorization ${ }^{114-118}$ as

$$
\begin{align*}
\mathrm{e}^{-l \hat{H} t / \hbar} & =\mathrm{e}^{-l(\hat{K}+\hat{V}) t / \hbar} \\
& =\mathrm{e}^{-l \hat{V} t / 2 \hbar} \mathrm{e}^{-l \hat{K} t / \hbar} \mathrm{e}^{-l \hat{V} t / 2 \hbar}+O\left(t^{3}\right) \tag{3}
\end{align*}
$$

Here, $\hat{K}$ and $\hat{V}$ are the kinetic and the potential energy operators, respectively. In the coordinate representation, the kinetic energy operator is separable across multiple dimensions, which makes $\mathrm{e}^{-\hat{\mathrm{K}} t / \hbar}$ a direct product of propagators pertaining to individual dimensions. ${ }^{20,1} 19,120$ The potential energy operator, on the other hand, is not in general separable across dimensions. This publication deals with efficient and accurate representations for $\mathrm{e}^{-i \hat{V} t / 2 \hbar}$ and potential surfaces based on the graph-theoretic approach for molecular fragmentation presented in eq 1 and its multi-topology generalizations. We thus rewrite the diagonal elements of the potential energy portion of the time-evolution operator, that is, $\mathrm{e}^{-i \hat{V} t / 2 \hbar}$, in the nuclear position representation which is now represented using a family of geometries, $\{\mathbf{R}\}$, represented on some multidimensional grid, using eq 1 to obtain


Figure 1. Figure provides an hierarchical arrangement of the operations, $\left\{\exp \left\{-l\left\{\Delta \tilde{E}_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)\right\} t / 2 \hbar\right\}\right\}$, in eq 5 where each such operation only acts on a portion of the quantum system depicted by the variables $\left\{\mathbf{R}_{\alpha, r}\right\}$. For example, for the water wire system (bottom of the picture is represented as a graph shown in dark blue nodes and edges right above the water wire), the propagators, $\exp \left\{-l\left\{\Delta \tilde{E}_{\tilde{\alpha}, r}^{1,0}\left(\mathbf{R}_{\alpha, r=0}\right)\right\} t / 2 \hbar\right\}$, act only on quantum nuclear degrees of freedom represented within the nodes, $\mathbf{R}_{\alpha, r=0}$. Similarly, the family of propagators, $\left.\exp \left\{-l\left\{\Delta \tilde{E}_{\alpha, r}^{1_{0}^{\prime 0}} \mathbf{R}_{\alpha, r=1}^{\alpha, r}\right)\right\} t / 2 \hbar\right\}$, act only on quantum nuclear degrees of freedom represented within the edge ( $r=1$ ) depicted within the boxes shown as $\mathbf{R}_{\alpha, r=1}$. There are a total of four edges (shown as purple rectangles) in the above-shown figure. For example, the edge propagators containing the first (from the left) and the second edge dimension (depicted as $\mathbf{R}_{0,1}$ ), the second and the third edge dimension ( $\mathbf{R}_{1,1}$ ), and so on.

$$
\begin{align*}
\langle\mathbf{R} \exp \{-\imath \hat{V} t / 2 \hbar\} \mid \mathbf{R}\rangle & \equiv \exp \left\{-\imath E_{\mathcal{R}, \mathcal{G}}(\mathbf{R}) t / 2 \hbar\right\} \\
& =\exp \left\{-\imath\left(E^{\text {level }, 0}(\mathbf{R})+\left\{\sum_{r=0}^{\mathcal{R}}(-1)^{r} \sum_{\alpha \in \mathbf{V}_{r}} \Delta E_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right) \mathcal{M}_{\alpha, r}^{\mathcal{R}}\right\}\right) t / 2 \hbar\right\} \\
& =\exp \left\{-l\left(E^{\text {level, }, 0}(\mathbf{R})+\Delta E_{\mathcal{G}}\left(\left\{\mathbf{R}_{\alpha, \mathbf{r}}\right\}\right)\right) t / 2 \hbar\right\} \\
& =\exp \left\{-\imath E^{\text {level }, 0}(\mathbf{R}) t / 2 \hbar\right\} \exp \left\{-\imath \Delta E_{\mathcal{G}}\left(\left\{\mathbf{R}_{\alpha, r}\right\}\right) t / 2 \hbar\right\} \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
\exp \{ & \left.-\imath \Delta E_{\mathcal{G}}\left(\left\{\mathbf{R}_{\alpha, r}\right\}\right) t / 2 \hbar\right\} \\
= & \prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{r}} \exp \left\{-\imath\left\{\Delta \tilde{E}_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)\right\} t / 2 \hbar\right\} \\
= & \prod_{\alpha \in \mathbf{V}_{0}} \exp \left\{-\imath \Delta \tilde{E}_{\alpha, r=0}^{1,0}\left(\mathbf{R}_{\alpha, 0}\right) t / 2 \hbar\right\} \\
& \prod_{\alpha \in \mathbf{V}_{1}} \exp \left\{-\imath \Delta \tilde{E}_{\alpha, r=1}^{1,0}\left(\mathbf{R}_{\alpha, 1}\right) t / 2 \hbar\right\} \\
& \cdots \\
& \prod_{\alpha \in \mathbf{V}_{\mathcal{R}}} \exp \left\{-\imath \Delta \tilde{E}_{\alpha, r=2}^{1,0}\left(\mathbf{R}_{\alpha, \mathcal{R}}\right) t / 2 \hbar\right\} \tag{5}
\end{align*}
$$

$$
\begin{equation*}
\Delta \tilde{E}_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)=(-1)^{r} \Delta E_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right) \mathcal{M}_{\alpha, r}^{\mathcal{R}} \tag{6}
\end{equation*}
$$

Note that the potential $(\hat{V})$ and the potential propagator $(\exp \{-l \hat{V} t / 2 \hbar\})$ are diagonal in position representation, and hence, the off-diagonal elements, $\left\langle\mathbf{R}^{\prime} \operatorname{lexp}\{-l \hat{V} t / 2 \hbar\} \mid \mathbf{R}\right\rangle$, are identically 0 . The quantity $\mathbf{R}_{\alpha, r}$ contains a far fewer number of nuclear degrees of freedom as compared to the full system depicted by the geometry $\mathbf{R}$. For example, if the many-body expansion is truncated at the two-body terms ( $\mathcal{R}=1$ in eq 4 ), then any given $\mathbf{R}_{\alpha, r}$ contains only those nuclear degrees of freedom within a fragment created from two-body interactions across nodal fragments.
This dimensional reduction is central to our approach here and has commonalities with other methods such as highdimensional model representations, ${ }^{121,122}$ basis-pruning approaches, ${ }^{123-125}$ the POTFIT ${ }^{20,126}$ approach commonly used in multi-configuration time-dependent Hartree, ${ }^{126,127}$ and the molecular fragment surface approach from ref 128 . The critical difference here is that our approach includes computing the
potential based on a full ab initio potential, obtained from molecular fragmentation. That is, the dimensional reduction in the action of $\mathrm{e}^{-i \hat{V} t / 2 \hbar}$ on a quantum nuclear wavepacket is entirely due to the factorization of the propagator as allowed by eq 1 and as is evident from eqs 4 and 5. In fact, Figure 1 is a tensor network that mimics the topology of the graph $\mathcal{G}$ from eq 1. Also see discussion in Appendix A. Note that there is no requirement on the tensor network ${ }^{22,25}$ representation for the wavepacket and for the potential propagator to be of a specific form (such as a matrix product state ${ }^{129}$ ), and in fact, the tensor network topology is dictated by the chosen molecular graph representation (also see Appendix A).
2.2. Hierarchical, Quantum Circuit-like Decomposition from Eq 5. We now provide an analysis of the extent to which the above-mentioned formalism (massively) reduces the computational effort in quantum propagation when accurate potential energy values are computed on a multidimensional grid. Figure 1 complements our discussion (also see Appendix A). We begin by assuming $\mathcal{P}$ nuclear dimensions that are to be treated quantum mechanically in the entire molecular system. These dimensions are then assumed to be roughly equally divided into the $\mathcal{D}$-nodes leading to $\mathcal{P} / \mathcal{D}$ dimensions per node in a graph-theoretic fragmentation of the molecular structure. We further assume $\mathcal{N}$ discretizations per quantum nuclear dimension. This discretization is illustrated in Figure 2, where


Figure 2. Grid-based representation of multidimensional quantum nuclear dynamics. All shared protons in the protonated water wire (a) are treated quantum mechanically along the grid dimensions shown. The multidimensional potential is treated here at the MP2 level, and approximations to the associated quantum nuclear dynamics and tensor network form on the potential presented. (b) shows the graphical description of (a), where only the nodes and edges are shown here. Compare (b) with the discussion in Appendix A where a graphical representation is presented for a more general system.
the individual protons participating in a hydrogen-bonded chain in a water wire are labeled $\left\{R_{1}, \ldots, R_{4}\right\}$ and are treated as a single multidimensional coupled quantum dynamical system. Each degree of freedom, for example, $R_{1}$, is discretized as shown with dots in Figure 2, and here, we assume $\mathcal{N}$ such discretizations per quantized nuclear dimension. This leads to a total of $\mathcal{N}^{\mathcal{P}}$ discretizations to define the entire potential energy surface, which is incidentally also the complexity of the general operation

$$
\begin{equation*}
\langle x| \mathrm{e}^{-i \hat{V} t / 2 \hbar}|x\rangle\langle x \| \chi\rangle \tag{7}
\end{equation*}
$$

Here, $x$ is a multidimensional grid point in the aforementioned $\mathcal{N}^{\mathcal{P}}$-dimensional space. That is, $x$ represents one geometry within the $\mathcal{N}^{\mathcal{P}}$-dimensional space that determines the entire potential energy surface. Each node approximately contains
information pertaining to $\mathcal{N}^{\mathcal{P} / \mathcal{D}}$ grid points. In the discussion mentioned below, $x \equiv\left\{x_{1}, x_{2}, \ldots, x_{\mathcal{D}}\right\}$ where $x_{i}$ represents a grid discretization pertinent to the $i$-th node, the geometry for which is represented in eq 5 as $\mathbf{R}_{i, 0}$. For example, a node comprising the right-most hydronium in Figure 2 only contains the grid points representing $R_{1}$. Hence, the nuclear geometry pertaining to such a node only includes the atoms that are within the fragment represented by the node.

Before we demonstrate the power of the aforementioned methodology, we begin with a Tensor-network ${ }^{130}$ approximation to the initial wavepacket, $\langle x \mid \chi\rangle \equiv \chi(x)$, and more precisely, we start with a matrix product state approximation ${ }^{129}$ to $\chi(x)$. The bottom row of nodes shown in the orange color inside Figure 1 represents a general initial quantum nuclear wavepacket, $\chi(x ; t=0)$, written as a matrix product state ${ }^{129-131}$

$$
\begin{equation*}
\chi(x)=\sum_{\bar{\gamma}} \chi_{\gamma_{1}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right) \chi_{\gamma_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{8}
\end{equation*}
$$

where the so-called entanglement parameters ${ }^{132-136}$ are $\bar{\gamma} \equiv\left\{\gamma_{1}, \gamma_{2}, \cdots \gamma_{\mathcal{D}-1}\right\}$. Similarly, the functions

$$
\begin{equation*}
\left[\chi_{\gamma_{1}}^{1}\left(x_{1}\right) ;\left\{\chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right\}_{j=2 \cdots \mathcal{D}-1} ; \chi_{\gamma_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)\right] \tag{9}
\end{equation*}
$$

are lower-dimensional functions that depend on variables, $x_{i}$, and span the nuclear dimensions embedded within each node separately. Diagrammatically, eq 8 is represented using the bottom row in Figure 1. Each orange-shaded circle in the bottom row represents a nodal dimension, as is clear from the notation, $\mathbf{R}_{\alpha, r=0}$, which is represented by the grid discretization, $x_{\alpha}$, in eq 8 . The line connecting two such circles in the bottom row is the respective $\gamma_{i}$ component of entanglement vector $\bar{\gamma}$ in eq 8 , and each vertical line is the grid dimension $x_{\alpha}$ pertaining to each node. Thus, eq 8 is a multi-configurational wavefunction, with correlation between the reduced dimensions dictated by the matrix product state description in eq 8 . Computational aspects on how to obtain eq 8 using a sequence of bipartite singular value decomposition steps are discussed in ref 22 and summarized in Section S1.

We now illustrate the power of the propagation approach summarized using eqs 4 and 5 in stages. Our goal is to analyze the complexity of the operation, in eq 7 , that is,

$$
\begin{align*}
\mathrm{e}^{-l V(x) t / 2 \hbar} \chi(x) & =\exp \left\{-\imath E^{l e v e l, 0}(x) t / 2 \hbar\right\} \\
& \times \exp \left\{-i \Delta E_{\mathcal{G}}(x) t / 2 \hbar\right\} \chi(x) \tag{10}
\end{align*}
$$

where we have used the fact that both $E^{\text {level,0 }}$ and $\Delta E_{\mathcal{G}}$ are functions of the full dimensional grid represented here as $x$, as given by eq 1 .

The action, $\left[\exp \left\{-i \Delta E_{\mathcal{G}}(x) t / 2 \hbar\right\} \chi(x)\right]$, is represented in Figure 1, and we explain the process in detail here using eq 5. The matrix product state form of the wavepacket is acted upon by the sequence of propagators such as $\exp \left\{-l \Delta \tilde{E}_{\alpha, r=0}^{1,0} t / 2 \hbar\right\}$ as shown in Figure 1. The action of the potential propagators for the node fragments, where $r=0$, is represented by blue-colored circles in the second row from the bottom in Figure 1. Similarly, the action of the edge contributions, $\exp \left\{-l \Delta \tilde{E}_{\alpha, r=1}^{1,0} t / 2 \hbar\right\}$, is represented by the purple-filled rectangles in the top two rows in Figure 1. In all cases, the blue circles and purple rectangles in Figure 1 contain symbols such as " $\mathbf{R}_{0,1}$ " which represents the simplex on which the specific propagator acts on. Thus, Figure 1 exemplifies the partitioned nature of our quantum propagation


Figure 3. The figure presents an additional layer of sophistication beyond Figure 1 yielding the structure of the graph-theory-inspired tensor network form of the full quantum propagator. The term $\mathbf{R}_{\alpha, r}^{i}$ represents the $i$-th quantum nuclear dimension inside the $\alpha$-th $(r+1)$-body fragment. The lowest row represents a molecular system that is represented as a graph (second row from the bottom) that leads to a matrix product state representation of the quantum nuclear wavepacket (third row from the bottom). All other rows inside the figure present the potential propagator terms for the full molecular system $\exp \left\{-l E^{\text {level, }, 0}(\mathbf{r}) t / \hbar\right\}$, nodes $\left(\exp \left\{-l \Delta \tilde{E}_{\alpha, r=0}^{1,0} t / \hbar\right\}\right)$, and edges $\left(\exp \left\{-l \Delta \tilde{E}_{\alpha, r=1}^{1,0} t / \hbar\right\}\right)$ present inside eq 10 . It should be noted that the difference between this figure and Figure 1 is that the potential propagators for the edges are further decomposed into tensor networks (matrix product states). For example, $\gamma_{0,1}^{1}, \gamma_{1,2}^{1}, \cdots$ are used to denote the coupling across the dimensions for edges ( $r=1$ in the superscript) indexed by $\alpha=0,1, \cdots$ (in the left subscript) and the indices for dimension, $x_{i}$, from eq 16 (right subscript which goes as $1,2, \cdots$ ). The second one from the bottom row shows the potential propagator for the full molecular system that contains five coupled quantum nuclear dimensions, and the coupling is shown through $\zeta_{1}, \zeta_{2}$, $\cdots \zeta_{5}$ symbols. See eq 14. Furthermore, the approach here also naturally lends itself to creation of a new quantum algorithm consistent with the work in ref 34 .
scheme as achieved through the graph-theoretic depiction of the electronic structure.

Thus, given the matrix product state (MPS) approximation for $\chi(x)$ in eq 8 , we may write

$$
\begin{align*}
\prod_{\alpha \in \mathbf{v}_{0}} \exp \left\{-l \Delta \tilde{E}_{\alpha, r=0}^{1,0} t / 2 \hbar\right\} \times \chi(x)= & \sum_{\bar{\gamma}}\left[\exp \left\{-l \Delta \tilde{E}_{\alpha=1, r=0}^{1,0}\left(x_{1}\right) t / 2 \hbar\right\} \chi_{\gamma_{1}}^{1}\left(x_{1}\right)\right] \times \\
& \left(\prod_{j=2}^{\mathcal{D}-1}\left[\exp \left\{-l \Delta \tilde{E}_{\alpha=j, r=0}^{1,0}\left(x_{j}\right) t / 2 \hbar\right\} \chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right]\right) \times \\
& {\left[\exp \left\{-l \Delta \tilde{E}_{\alpha=\mathcal{D}, r=0}^{1,0}\left(x_{\mathcal{D}}\right) t / 2 \hbar\right\} \chi_{\gamma_{\mathcal{D}-1}^{\mathcal{D}}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)\right] } \tag{11}
\end{align*}
$$

where each square-bracketed term in eq $11,[\cdots]$, is essentially a reduced-dimensional quantum propagation, where a set of reduced-dimensional quantum nuclear propagators are applied, in parallel, to the family of reduced-dimensional functions that are part of the matrix product state for the wavepacket, $\chi(x)$. The complexity reduction is already apparent from this expression if the number of possible values included for $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{\mathcal{D}-1}$, that is, the entanglement dimensions, is small. This is generally the case in most chemical systems where entanglement entropy grows as the area of the Hilbert space as opposed to the volume, ${ }^{137}$ and we will see this to be the case in the Results section as well. In this case, the complexity of the right side of eq 11 is approximately
$O\left(\mathcal{N}^{\mathcal{P} / \mathcal{D}}\right)$, given that $\mathcal{P}$ nuclear dimensions are divided across $\mathcal{D}$ nodes with $\mathcal{N}$ discretizations per nuclear degree of freedom, thus greatly reducing the exponential scaling complexity. Note that the $\mathcal{D}$ individual quantum propagation steps captured in eq 11, for example,

$$
\begin{equation*}
\phi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)=\exp \left\{-\imath \Delta \tilde{E}_{\alpha=j, r=0}^{1,0}\left(x_{j}\right) t / 2 \hbar\right\} \chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right) \tag{12}
\end{equation*}
$$

may be computed in parallel, yielding a linear speedup of $\mathcal{D}$ over and above the $O\left(\mathcal{N}^{\mathcal{P} / \mathcal{D}}\right)$ scaling. Also, note that eq 12 only contains functions of each nodal dimension and not those of the full system. Hence, the result from the action in eq 11 remains an

MPS state, with entanglement dimensions, $\bar{\gamma}$, as also seen from the bottom two rows of Figure 1. Thus,

$$
\begin{align*}
& \prod_{\alpha \in \mathbf{V}_{0}} \exp \left\{-l \Delta \tilde{E}_{\alpha, r=0}^{1,0} t / 2 \hbar\right\} \times \chi(x)= \\
& \quad \sum_{\bar{\gamma}} \phi_{\gamma_{1}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \phi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right) \phi_{\gamma_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{13}
\end{align*}
$$

The edge and face operations may be similarly described and act on reduced-dimensional functions as described in Figure 1. In this manner, the quantum propagators in Figure 1 can be extended to arbitrary-ranked $(\mathcal{R}+1)$-body fragments. Geometrically, one may envision the quantum propagation of a function defined on some $\mathcal{P}$-dimensional hypercube (domain) as a product of many different lower-dimensional-hypercube propagation steps, where each such hypercube is of dimensionality $[r \times \mathcal{P} / \mathcal{D}]$.
Although the computational complexity of the graph components such as nodes, edges, triangles, and so on is in general much smaller than it is for the full molecular system, an additional degree of reduction in complexity can be obtained by also constructing MPS ${ }^{129}$ states of the edge and face propagators. This aspect is expressed in Figure 3 and is considered in more detail in the next section.

## 3. TENSOR NETWORK DECOMPOSITION OF THE OPERATORS, $\exp \left\{-\imath E^{\text {level, } 0}(\mathrm{R}) t / 2 \hbar\right\}$ and $\exp \left\{-\imath \Delta \tilde{E}_{\alpha, r}^{1,0} t / 2 \hbar\right\}$, FOR $r>0$

In the above-mentioned section, we show how a significant portion of the potential energy time-evolution operator, $\mathrm{e}^{-i \hat{V} t / 2 \hbar}$, can be simplified using the graph-theoretic molecular fragmentation procedure. This is done by exploiting the $\mathbf{R}_{\alpha, r}$ dependence of the various fragment energies, $\left\{\Delta \widetilde{E}_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)\right\}$. However, as seen from eq 4 , the $E^{\text {level, },}(\mathbf{R})$-dependent propagator term, $\exp \left\{-l E^{\text {level, }, 0}(\mathbf{R}) t / 2 \hbar\right\}$, does depend on the full nuclear space R. Furthermore, the edge, face, and higherorder contributions to $\exp \left\{-\imath \Delta E_{\mathcal{G}}\left(\left\{\mathbf{R}_{\alpha, r}\right\}\right) t / 2 \hbar\right\}$ also depend on multiple degrees of freedom within $\mathbf{R}_{\alpha, r}$. Thus, we utilize a tensor network ${ }^{22,25}$ decomposition to write $\exp \left\{-l E^{\text {level, } 0} t / 2 \hbar\right\}$ as

$$
\begin{align*}
& \exp \left\{-\imath E^{\text {level, } 0} t / 2 \hbar\right\}= \\
& \sum_{\bar{\zeta}} \mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \mathcal{V}_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right)\right) \mathcal{V}_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{14}
\end{align*}
$$

where, as in eq $8, \exp \left\{-l E^{l e v e, 0} t / 2 \hbar\right\}$, a multidimensional function in the coordinate representation, is written as a matrix product state using the one-dimensional functions $\mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right)$, $\left\{\mathcal{V}_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right)\right\}$, and $\mathcal{V}_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)$. Here, $\mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right)$ (or $\mathcal{V}_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)$ ) represents the $\zeta_{1}$-th (or $\zeta_{\mathcal{D}}$-th) one-dimensional function along the first (or last) dimension, and $\left\{\mathcal{V}_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right)\right\}$ represents a onedimensional function along the $j$-th dimension that entangles the ( $j-1$ )-th and $j$-th dimensions. Thus,

$$
\begin{align*}
\exp \{ & \left.-ı E^{l e v e l, 0} t / 2 \hbar\right\} \times \eta(x)=\sum_{\bar{\zeta}, \bar{\gamma}} \mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right) \chi_{\gamma_{1}}^{1}\left(x_{1}\right) \\
& \left(\prod_{j=2}^{\mathcal{D}-1} \mathcal{V}_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right) \chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right) \\
& \left(\mathcal{V}_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \chi_{\gamma_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)\right. \tag{15}
\end{align*}
$$

In the end, we have an entangled state as that in eq 8 on the left side of eq 15 that may be fed in as input into $\exp \left\{-i \Delta E_{\mathcal{G}}(x) t / 2 \hbar\right\}$ as discussed in the previous section. The MPS form written in eq 15 is illustrated inside Figure 3 in the bottom two rows of the tensor diagram shown in olive and orange colors.

However, at this stage, a similar MPS approximation can also be constructed for the edge and face propagation (exp-$\left\{-l \Delta \tilde{E}_{\alpha, r}^{1,0} t / 2 \hbar\right\}$ for $r>0$ ) operations so as to further reduce their respective computational complexities. Thus, for $r>0$, the potential propagators can also be written as the matrix product state similar to eq 14 as

$$
\begin{align*}
& \exp \left\{-l \Delta \tilde{E}_{\alpha, r}^{1,0} t / 2 \hbar\right\}= \\
& \quad \sum_{\gamma_{\alpha}^{r}} \tilde{\mathcal{V}}_{\gamma_{\alpha, 1}^{r}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \tilde{\mathcal{V}}_{\gamma_{\alpha, j-1}^{r}, \gamma_{j}^{r}}\left(x_{j}\right)\right) \tilde{\mathcal{V}}_{\gamma_{\alpha, \mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{16}
\end{align*}
$$

The entire process of quantum propagation, using eq 5 , along with the tensor-network decomposition of propagators and wavepackets, is depicted in Figure 3. The bottom two rows in Figure 3 depict the water wire and its molecular graph representation. The third row from the bottom contains the MPS form (shown in orange) of the wavepacket which is first acted on by the tensor network form of the full system low level (presented in the olive color) as shown in eq 15. As noted above, at the end of this step, the state remains a tensor network but with expanded entanglement dimensions $(\bar{\gamma}, \bar{\zeta})$. Following this, the action of the node fragment potential propagators (shown in blue) is depicted in the fifth row from the bottom. Right above the node propagators are MPS-approximated forms of the edgepotential propagators shown inside purple rectangles. Each rectangle depicts that the tensor inside it belongs to a specific fragment. For example, the bottom left purple rectangular box contains the potential propagator whose bond dimensions are $\gamma_{\alpha, 1}^{1}$. Also see eq 16. Here, the subscripts represent the index for the fragment entity, $\alpha$, followed by the bond dimension, and the superscript represents the rank of the simplex forming that fragment (such as $r=1$ for edges). The nodes inside the rectangle, for example, $\mathbf{R}_{\alpha, r}^{0}$, denote the zeroth-nodal dimensional MPS function for the $\alpha$-th simplex of rank $r$.

Following this discussion, we may write the final expression as an MPS state according to

$$
\begin{align*}
& \mathrm{e}^{-l V(x) t / 2 \hbar} \chi(x) \\
&= \exp \left\{-\imath \Delta E_{\mathcal{G}}(x) t / 2 \hbar\right\} \exp \left\{-\imath E^{l e v e l, 0}(x) t / 2 \hbar\right\} \chi(x) \\
&= \prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{\mathbf{r}}} \exp \left\{-\iota\left\{\Delta \tilde{E}_{\alpha, r}^{1,0}\left(\mathbf{R}_{\alpha, r}\right)\right\} t / 2 \hbar\right\} \\
& \quad \exp \left\{-\imath E^{l e v e l, 0}(x) t / 2 \hbar\right\} \chi(x) \tag{17}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{e}^{-l V(x) t / 2 \hbar} \chi(x)= \\
& \sum_{\bar{\zeta}, \bar{\gamma},\left\{\gamma_{\alpha}^{r}\right\}}\left\{\left(\prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{\mathbf{r}}} \tilde{\mathcal{V}}_{\gamma_{\alpha, 1}^{r}}^{1}\left(x_{1}\right)\right) \mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right) \chi_{\gamma_{1}}^{1}\left(x_{1}\right)\right\} \\
& {\left[\prod_{j=2}^{\mathcal{D}-1}\left\{\left(\prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{\mathbf{r}}} \tilde{\mathcal{V}}_{\gamma_{\alpha, j-1}^{r}, \gamma_{j}^{r}}\left(x_{j}\right)\right) \mathcal{V}_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right) \chi_{\gamma_{j-1}, \gamma_{j}}^{j}\left(x_{j}\right)\right\}\right]} \\
& \left\{\left(\prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{\mathbf{r}}} \tilde{\mathcal{V}}_{\gamma_{\alpha, \mathcal{D}-1}^{r}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)\right) \mathcal{V}_{\zeta_{\mathcal{D}_{-1}}^{\mathcal{D}}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \chi_{\gamma_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right)\right\} \tag{18}
\end{align*}
$$

or

$$
\left.\begin{array}{l}
\mathrm{e}^{-l V(x) t / 2 \hbar} \chi(x)=\sum_{\bar{\zeta}, \bar{\gamma},\left\{\gamma_{\alpha}^{r}\right\}} \chi_{\gamma_{\alpha, 1}^{r}, \zeta_{1}, \gamma_{1}}^{1}\left(x_{1}\right) \\
\\
\left(\prod_{j=2}^{\mathcal{D}-1} \chi_{\gamma_{\alpha, j-1}^{r}}^{j}, \gamma_{j}^{r}, \zeta_{j-1}, \zeta_{j}, \gamma_{j-1}, \gamma_{j}\right.  \tag{19}\\
\\
\\
\left.\quad \chi_{\gamma_{\alpha, \mathcal{D}-1}}^{\mathcal{D}}, \zeta_{\mathcal{D}-1}, \gamma_{\mathcal{D}-1}\right)
\end{array}\right)
$$

which is an MPS with each individual dimensional propagation defined inside curly brackets on the second equation, $\{\cdots\}$, and entanglement variables, $\bar{\zeta}, \bar{\gamma},\left\{\overline{\gamma_{\alpha}^{r}}\right\}$, reassigned explicitly on the right side. For example,

$$
\begin{align*}
& \chi_{\gamma_{\alpha, 1}^{r} \zeta_{1,}, \gamma_{1}}^{1}\left(x_{1}\right) \equiv \\
& \quad\left(\prod_{r=0}^{\mathcal{R}} \prod_{\alpha \in \mathbf{V}_{\mathbf{r}}} \tilde{\mathcal{V}}_{\gamma_{\alpha, 1}^{r}}^{1}\left(x_{1}\right)\right) \mathcal{V}_{\zeta_{1}}^{1}\left(x_{1}\right) \chi_{\gamma_{1}}^{1}\left(x_{1}\right) \tag{20}
\end{align*}
$$

and so on. This is perhaps the most critical step in quantum propagation eq 3 , and as discussed, immediately following eq 7, the tensor network formalism that naturally arises from the graph decomposition scheme reduces complexity enormously. Specifically, the $\mathcal{N}^{\mathcal{P}}$ dimensional complexity of eq 3 may, in principle, be reduced to $\mathcal{N}^{\mathcal{R} / \mathcal{D}}$, when rank- $\mathcal{R}$ operations are needed in eqs 2,4 , and 5 . See eq 19. However, it is also clear from eq 19 that the entanglement dimensions grow

$$
\begin{equation*}
\bar{\gamma} \rightarrow \bar{\zeta}, \bar{\gamma},\left\{\overline{\gamma_{\alpha}^{r}}\right\} \tag{21}
\end{equation*}
$$

and numerical schemes to curtail this growth will be discussed in a future publication (this aspect is also noted in ref 138).

Here, we mention the tensor network-based quantum dynamics approaches in refs 24 and 138. In ref 24, a model potential is used that contains one- and two-body interactions that involve a quartic potential for each proton and nearestneighbor proton-proton interactions. When this potential is exponentiated (or used within the Chebyshev scheme in ref 24), it only involves the action of one and two quantum degrees of freedom at any given moment. Thus, in ref 24 , the computational complexity is reduced by suitable choice of the model potential. In ref 138, quantum dynamics is performed using
matrix product states and matrix product operators, and the potential surfaces are obtained using Taylor expansion ${ }^{139,140}$ around a reference (optimized) geometry. As mentioned in ref 138, for long-time dynamics, the wave function explores regions of the potential energy surfaces that cannot be efficiently obtained using the power series approximation. On the contrary, our approach is a "direct" approach ${ }^{17,141,142}$ where appropriate grid spread is chosen to make sure that the wave function is contained while incorporating the appropriate anharmonicity of the multidimensional potential. Even in comparison with the direct grid-based approaches in refs 141 and 142 where potential surfaces are obtained using machine learning-based potentials using CASSCF at the $3-21 \mathrm{~g}$ basis set, the potential energy surfaces used for this publication are at post-Hartree-Fock accuracy $[\mathrm{MP} 2 / 6-31++\mathrm{g}(\mathrm{d}, \mathrm{p})]$ but at a DFT cost. Also, note that the tensor-network representation for the wavepacket in eq 8 (in turn, the propagator in eq 5 and Figures 1 and 3) follows the molecular graph $\mathcal{G}$ and is general and is not restricted to have a matrix product state form. This aspect is also discussed in Appendix A for other systems.

Additionally, in the Results section mentioned below, as a step toward numerically benchmarking and analyzing the accuracy of the theory presented here, we also inspect the MPS form of the potential given by

$$
\begin{align*}
& E_{\mathcal{R}, \mathcal{G}}(\mathbf{R})= \\
& \quad \sum_{\bar{\zeta}} \xi_{\zeta_{1}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \xi_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right)\right) \xi_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{22}
\end{align*}
$$

and similarly the potential propagator

$$
\begin{align*}
& \exp \left\{-\imath E_{\mathcal{R}, \mathcal{G}}(\mathbf{R}) t / 2 \hbar\right\}= \\
& \quad \sum_{\bar{\zeta}} \vartheta_{\zeta_{1}}^{1}\left(x_{1}\right)\left(\prod_{j=2}^{\mathcal{D}-1} \vartheta_{\zeta_{j-1}, \zeta_{j}}^{j}\left(x_{j}\right)\right) \vartheta_{\zeta_{\mathcal{D}-1}}^{\mathcal{D}}\left(x_{\mathcal{D}}\right) \tag{23}
\end{align*}
$$

## 4. MULTIDIMENSIONAL POTENTIAL ENERGY SURFACES FOR A PROTONATED WATER WIRE FROM TENSOR NETWORK DECOMPOSITION OF GRAPH-THEORETIC FRAGMENTATION

The molecular system studied in this paper is a protonated water wire ${ }^{143-150}$ with an associated molecular graph shown in Figure 2. In Appendix A, we show how this formalism can also be used
in more complex systems. Protonated water wires are an important class of molecular systems as these are found in many constrained environments such as biological membranes and enzyme active sites, ${ }^{143-145}$ ion channels, ${ }^{146}$ carbon nanotubes, ${ }^{147-149}$ and fuel cells. ${ }^{150}$ Water wires are also present in the photosynthetic reaction center of Rhodobacter sphaeroides where they are responsible for proton transfer to a secondary quinone group. ${ }^{144}$ Furthermore, the lightweight hydrogen nucleus makes quantum nuclear effects important in such cases; ${ }^{151-154}$ additionally, the multidimensional quantum nuclear effects in such systems are also known to be critical. ${ }^{155,156}$

In our studies for the potential energy surface calculations from eq 1 , we have used DFT with the hybrid exchangecorrelation functional (B3LYP) as "level,0" and Møller-Plesset perturbation theory (MP2) as "level,1" of the electronic structure. Both levels of theory utilize the Pople style 6-31+ $+g(d, p)$ basis set as part of eq 1 . This is not a requirement, and in refs $51,56,62$, and 63 , other levels of theory and basis have been explored. As discussed in refs 46 and 54, we use the description of potential energy surfaces using multiple graphs.

In the Supporting Information, we present critical computational aspects of our approach and contrast these with other existing techniques. One critical piece of the computational efficiency arises from the number of direct product functions needed in a matrix product state such as in eq 14 . We present a scheme to appropriately tailor the number of such direct product functions, reorder these as per the discussion (see eq S11), and introduce a singular value ratio, eq S11, that gauges the extent to which each product state contributes to the overall accuracy. The remaining portion of the Results section is organized as follows: we use this measure in Sections 4.1 and 4.2 to compute the accuracy and efficiency of the scheme presented here using the error estimates presented in Section S4.
4.1. Multidimensional Potential Energy Surfaces. The water wire system is treated as one coupled quantum mechanical problem for the four hydrogen-bonded nuclear degrees of freedom shown in Figure 2. These nuclear degrees of freedom are treated in a sequential fashion allowing for the concerted, correlated treatment as indicated by the Grotthuss mechanism ${ }^{157}$ of proton transfer in water clusters. The grid parameters for the potential energy surfaces used to define the coupled nuclear degrees of freedom are provided in Table 1 and shown in

Table 1. Grid Parameters for Potential Energy Surface Calculations Performed in Ref $46^{a}$

| dimensionality | grid dimensions | grid size |
| :--- | :--- | :--- |
| $2\left\{\mathrm{R}_{1}, \mathrm{R}_{2}\right\}$ | $0.8 \AA \times 0.8 \AA$ | $99^{2}=9801$ |
| $3\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}\right\}$ | $0.8 \AA \times 0.8 \AA \times 0.8 \AA$ | $49^{3}=117,649$ |
| $4\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}, \mathrm{R}_{4}\right\}$ | $0.8 \AA \times 0.8 \AA \times 0.8 \AA \times 0.8 \AA$ | $49^{4}=5,764,801$ |

${ }^{a}$ The physical dimensions along the proton transfer coordinates of a water wire molecule $\left[\left(\mathrm{H}_{2} \mathrm{O}\right)_{5} \mathrm{H}^{+}\right]$are shown using dashed lines in Figure 2a.

Figure 2a. Thus, physical dimensions $\mathrm{R}_{1}, \mathrm{R}_{2}, \ldots$, and $\mathrm{R}_{4}$ are along the proton transfer coordinates for the shared protons inside the water wire system, shown in Figure 2a. We increase the complexity of the coupled proton quantum nuclear problem, one dimension at a time, and the exponential increment in grid size with the dimensions is apparent from Table 1.
In this section, the proton potential energy surfaces, $E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R})$, are treated using the MPS formalism.

For the two-dimensional grid referred to as $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}\right\}$ in Table 1, the potential energy surface is shown in Figure 4a along with


Figure 4. The figure on the left shows the actual potential energy surface for the $R_{1}$ and $R_{2}$ quantum nuclear degrees of freedom. The right figure shows the first singular vector along $R_{1}$. Notice here that the singular vector along the $R_{1}$ dimension is similar to an average slice along the minimum in panel (a). This is an example of the tensor network decomposition capturing the most critical features of the input data function.
the first singular vector along $R_{1}$ in Figure $4 b$. Upon comparing Figure $4 \mathrm{a}, \mathrm{b}$, it is clear that the first singular vector captures the primary characteristics of the underlying potential energy surface along $\mathrm{R}_{1}$. The higher values of the potential energy, located along the edges of the grid, are captured by other singular vectors along with lower-energy regions of the surface.

In fact, the singular vector shown in Figure 4b has similar characteristics as the so-called "single particle potentials" described in the POTFIT ${ }^{20,126}$ methodology but differs in that the reduced-dimensional vectors here are computed directly from the highly coupled potential as described in eq S6 inside Section S2. In this way, the needed entanglement is retained based on the measures discussed in Section S3, specifically eq S20.

Errors computed using the measures introduced in Section S4, namely, eqs S22 and S24, are shown in Table 2. Here, only three direct product states $(\mathcal{A}=3)$ are needed for the errors in the sub- $\mathrm{kJ} / \mathrm{mol}$ accuracy range for the entire potential surface. Thus, based on these results and the $\Xi$ values in Table 2, the dimensions $R_{1}$ and $R_{2}$ appear to be relatively uncorrelated to each other. Further supporting this, the ground eigenstate weighted error, $\Gamma_{\mathrm{GS}}$ (eq S24), requires one single direct product state to allow for sub-kcal/mol accuracy with respect to the MP2 potential, and $\mathcal{A}=3$ yields far higher accuracy. This effectively shows how the method here can be used to probe correlations between nuclear degrees of freedom.

The errors in eigenvalues and the eigenvectors are represented as $\Delta \lambda_{i}$ and $\Delta \Lambda_{i}$ and are defined using eqs S25 and S26, respectively, in Section S4. In the case of the twodimensional $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}\right\}$ system, the eigenvalue and the eigenvector errors for the ground state and the first excited state are provided in the last four columns of Table 2. Here, the MPS potential energy surfaces used to generate the eigenstates have errors shown in columns three and four in Table 2. The MPS potential energy surfaces produce eigenstates that are almost exact with $6.1 \%(\mathcal{A}=3)$ of the total grid size (listed in Table 1). More importantly, the ground-state eigenvector is exact for an MPS with only one low-rank tensor along each dimension. For all measures of error, the two-dimensional potential energy surface

Table 2. Results for a Potential Energy Surface for $\left(\boldsymbol{R}_{1}, \boldsymbol{R}_{2}\right)$ Represented as a Tensor Network ${ }^{a}$

| $\mathcal{A}^{b}$ | $\Xi_{1}^{c}$ eq S20 | $\%$ grid $^{d}$ | $\Gamma_{50}(\mathrm{kcal} / \mathrm{mol})$ eq S22 | $\Gamma_{\mathrm{GS}}(\mathrm{kcal} / \mathrm{mol})$ eq S24 | $\Delta \lambda_{0}(\mathrm{kcal} / \mathrm{mol})$ eq S25 | $\Delta \lambda_{1}(\mathrm{kcal} / \mathrm{mol})$ eq S25 | $\Delta \Lambda_{0}$ eq S26 | $\Delta \Lambda_{1}$ eq S26 |
| :---: | :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.0 | 2.0 | 2.4 | 0.95 | 0.80 | 0.19 | 1 | 0.81 |
| 2 | 0.023 | 4.0 | 1.1 | 0.66 | 0.58 | 0.19 | 1 | 0.97 |
| 3 | 0.012 | 6.1 | $5.1 \times 10^{-3}$ | $4.9 \times 10^{-3}$ | $2.6 \times 10^{-3}$ | $1.7 \times 10^{-3}$ | 1 | 1 |
| 4 | $3.7 \times 10^{-5}$ | 8.1 | $2.7 \times 10^{-3}$ | $2.2 \times 10^{-3}$ | $2.0 \times 10^{-4}$ | $1.4 \times 10^{-3}$ | 1 | 1 |
| 5 | $1.9 \times 10^{-5}$ | 10.0 | $1.5 \times 10^{-4}$ | $1.5 \times 10^{-4}$ | $3.1 \times 10^{-7}$ | $1.1 \times 10^{-5}$ | 1 | 1 |

${ }^{a}$ The first column here represents the number of singular vectors along each dimension $\mathcal{A}$ in the MPS as defined in eq S18 of the Supporting Information. The second column is the product singular value SVR, $\Xi_{\mathrm{l}}$, defined using eq S20 in the Supporting Information used to truncate the global measure of entanglement. The third column corresponds to the percentage of the overall coupled proton grid (Table 1) needed for the MPS representation of the potential energy surface. The final two columns represent the errors $\Gamma_{50}$ and $\Gamma_{G S}$ in the potential energy surface defined according to eq S22 in Appendix S4. ${ }^{6}$ Number of product singular values retained as explained in Section S3, see eq S18. ${ }^{c}$ Singular value ratio for the least significant product vector retained in eq S18 as dictated by eq S20. ${ }^{d}$ Percentage of the total number of grid points (see Table 1) needed to achieve the accuracy given by $\Gamma_{50}, \Gamma_{\mathrm{GS}}, \Delta \lambda_{i}$, and $\Delta \Lambda_{i}$.

Table 3. Results for a Potential Energy Surface Where the First Three Dimensions, $\left\{\mathbf{R}_{1}, \mathbf{R}_{2}, \mathrm{R}_{3}\right\}$, Are Coupled Together

| $p_{1}{ }^{\text {a }}$ | $p_{2}{ }^{\text {a }}$ | $\mathcal{A}^{b}$ | $\Xi_{1}{ }^{\text {c }}$ eq S20 | $\%$ grid $^{\text {d }}$ | $\Gamma_{50}(\underset{s c a l}{ } / \mathrm{mol}) \mathrm{eq}$ | $\begin{aligned} & \Gamma_{\mathrm{GS}}(\mathrm{kcal} / \mathrm{mol}) \mathrm{eq} \\ & \mathrm{~S} 24 \end{aligned}$ | $\underset{S 25}{\Delta \lambda_{0}(\mathrm{kcal} / \mathrm{mol}) \mathrm{eq}}$ | $\begin{gathered} \Delta \lambda_{1}(\mathrm{kcal} / \mathrm{mol}) \mathrm{eq} \\ \mathrm{~S} 25 \end{gathered}$ | $\underset{\text { S26 }}{\Delta \Lambda_{0} \mathrm{eq}}$ | $\begin{gathered} \Delta \Lambda_{1} \mathrm{eq} \\ \mathrm{~S} 26 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1.0 | 0.12 | 3.4 | 2.2 | 2.2 | 0.72 | 0.99 | 0.42 |
| 1 | 2 | 2 | 0.017 | 0.21 | 2.7 | 2.1 | 2.1 | 0.90 | 0.99 | 0.73 |
| 1 | 3 | 3 | $8.3 \times 10^{-3}$ | 0.29 | 2.5 | 1.5 | 1.4 | 0.53 | 0.99 | 0.74 |
| 2 | 2 | 4 | $8.1 \times 10^{-3}$ | 0.33 | 0.94 | 1.1 | 1.0 | 0.51 | 1.0 | 0.98 |
| 3 | 4 | 12 | $2.4 \times 10^{-5}$ | 0.79 | 0.11 | 0.085 | 0.038 | 0.015 | 1.0 | 1.0 |

${ }^{a}$ The first two columns show the number of singular values along the $R_{1}-R_{2}$ dimensional separation and the $R_{2}-R_{3}$ dimensional separation. This arises due to the sequential bipartite SVD algorithm used here as described in Section S3 and ref 22 . ${ }^{b}$ Number of product singular values retained as explained in Section S3, see eq S18. ${ }^{c}$ Singular value ratio for the least significant product vector retained in eq S18 as dictated by eq S20. ${ }^{d}$ Percentage of the total number of grid points (see Table 1) needed to achieve the accuracy given by $\Gamma_{50}, \Gamma_{G S}, \Delta \lambda_{j}$, and $\Delta \Lambda_{i}$.

Table 4. Results for the Four-Dimensional Potential Energy Surface ${ }^{a}$

| $p_{1}$ | $p_{2}$ | $p_{3}$ | $\mathcal{A}$ | $\Xi_{1}$ eq S20 | \% grid | $\begin{aligned} & \Gamma_{50}(\mathrm{kcal} / \mathrm{mol}) \\ & \left.{ }_{\text {eq S S } 22}\right) \end{aligned}$ | $\Gamma_{\mathrm{GS}}(\mathrm{kcal} / \mathrm{mol})$ | $\begin{aligned} & \Delta \lambda_{0}(\mathrm{kcal} / \mathrm{mol}) \\ & \text { eq } S 25 \end{aligned}$ | $\begin{aligned} & \Delta \lambda_{1}(\mathrm{kcal} / \mathrm{mol}) \\ & \text { eq } S 25 \end{aligned}$ | $\underset{\substack{\Delta \Lambda_{0} \text { eq } \\ \text { S26 }}}{ }$ | $\underset{\substack{\Delta \Lambda_{1} \text { eq }}}{\substack{\text { eq }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | $3.0 \times 10^{-3}$ | 3.9 | 4.9 | 5.0 | 3.5 | 1 | 0.64 |
| 2 | 4 | 8 | 64 | $6.2 \times 10^{-5}$ | 0.042 | 2.2 | 1.4 | 1.0 | 1.2 | 1 | 0.99 |
| 2 | 5 | 10 | 100 | $3.8 \times 10^{-5}$ | 0.061 | 2.1 | 1.7 | 1.3 | 0.91 | 1 | 0.93 |
| 3 | 19 | 24 | 1368 | $1.0 \times 10^{-4}$ | 0.46 | 1.1 | 0.71 | 0.39 | 0.22 | 1 | 1 |
| 3 | 21 | 24 | 1512 | $1.1 \times 10^{-4}$ | 0.50 | 0.86 | 0.46 | 0.24 | 0.17 | 1 | 1 |
| 3 | 22 | 24 | 1584 | $6.4 \times 10^{-3}$ | 0.53 | 0.82 | 0.38 | 0.18 | 0.15 | 1 | 1 |
| 3 | 29 | 26 | 2262 | $1.0 \times 10^{-5}$ | 0.74 | 0.75 | 0.33 | 0.06 | 0.056 | 1 | 0.99 |
| 4 | 48 | 30 | 5760 | $7.7 \times 10^{-6}$ | 1.4 | 0.64 | 0.33 | 0.12 | 0.079 | 1 | 0.99 |
| 5 | 68 | 42 | 14,280 | $4.5 \times 10^{-6}$ | 2.8 | 0.35 | 0.17 | 0.067 | 0.064 | 1 | 1 |
| 10 | 131 | 48 | 62,880 | $3.1 \times 10^{-15}$ | 6.5 | 0.23 | 0.21 | 0.070 | 0.052 | 1 | 1 |
| 20 | 277 | 48 | 265,920 | $1.5 \times 10^{-16}$ | 16 | 0.098 | 0.11 | $3.5 \times 10^{-3}$ | $8.2 \times 10^{-3}$ | 1 | 1 |
| 24 | 901 | 48 | 1,037,952 | $7.5 \times 10^{-18}$ | 55 | 0.020 | 0.042 | $7.5 \times 10^{-4}$ | $2.6 \times 10^{-4}$ | 1 | 1 |

${ }^{a}$ Here, the columns are similar to those seen in Tables 2 and 3.
produces eigenstates that are exact with three direct product states.

For the three-dimensional system with three shared protons, represented as $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}\right\}$, the results for $\Gamma_{50}$ and $\Gamma_{G S}$ can be seen in Table 3. Here, again, less than $1 \%$ of the overall grid data is needed to represent the full surface at sub- $\mathrm{kJ} / \mathrm{mol}$ accuracy. This corresponds to 12 direct product states, that is, $\mathcal{A}=12$. This result is similar to the results for the two-dimensional, $\left\{\mathrm{R}_{1}\right.$, $\mathrm{R}_{2}$ \}, potential energy surface in Table 2 as it appears as if each singular bond dimension needs three singular vectors to accurately represent the potential energy surface.
The errors for the eigenstates and eigenvalues for the threedimensional system are shown in the last four columns inside Table 3, and these results are again consistent with the errors in the potential energy surface provided in the same table.

The grid containing four quantum nuclear degrees of freedom, namely, $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}, \mathrm{R}_{4}\right\}$ in Table 1, appears to require more than three singular values per singular value bond dimension. In Table 4, 1512 direct product states are needed for sub-kcal/mol accuracy over the entire surface, and this result does not follow the previous rate that the two- and threedimensional potential energy surfaces shared. It appears that the $\mathrm{R}_{4}$ quantum nuclear degree of freedom increases the global entanglement of the system driving the number of direct product states to increase in the third and fourth singular value bond dimension. This is in part due to an increase in the range sampled by the potential energy surface. This can be seen from Figure 5, where the histograms show the percentage of nuclear geometries present within different potential energy windows. The fraction of configurations with a potential energy of less than $20 \mathrm{kcal} / \mathrm{mol}$ from the bottom of the potential is $44 \%$ for


Figure 5. The figure presents the distribution of the water wire configurations according to their potential energy for the two-, three-, and four-dimensional cases. Note that the share of low-energy configurations is decreased significantly as we go higher in dimensionality.
two-dimensional, $25 \%$ for three-dimensional, and only $7 \%$ for the four-dimensional potential surfaces. Similarly, the fraction of nuclear configurations with potential energy less than $30 \mathrm{kcal} /$ mol is $56 \%$ for two-dimensional, $39 \%$ for three-dimensional, and $16 \%$ for the four-dimensional potential surfaces. Additionally, as seen in Figure 5, the $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}, \mathrm{R}_{4}\right\}$ potential surface occupies a much broader range with a shoulder as far out as $120 \mathrm{kcal} / \mathrm{mol}$ above the lowest energy configuration. This signifies that the potential energy increases steeply along the fourth dimension and increases the extent of confinement. The shape of the potential is determined by the donor-acceptor distances. For the water wire system shown in Figure 2a, the donor-acceptor distance for $R_{4}(3.1 \AA)$ is significantly larger than the donoracceptor distances for $R_{1}(2.3 \AA), R_{2}(2.3 \AA)$, and $R_{3}(2.4 \AA)$. Hence, the potential energy along $\mathrm{R}_{4}$ increases steeply as the proton is largely bound to its donor. The computational methods introduced here are sensitive to the levels of details.
For the four-dimensional quantum nuclear degrees of freedom, the potential energy surface must contain more than 1000 direct product states for accurate eigenvectors and eigenvalues. However, these still correspond to less than $1 \%$ of the overall multidimensional grid space. Furthermore, the MPS potential energy surface reproduces the ground-state eigenvector with a single direct product state along each of the quantum nuclear degrees of freedom.

In the next section, we inspect the accuracy and efficiency of the propagator, $\exp \left\{-\imath E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$, when the methods presented in the previous sections are used.
4.2. Tensor Network Form of $\exp \left\{-\imath E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$. We next probe the accuracy and efficiency of the representation of the propagator, $\exp \left\{-\imath E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$, discussed above and specifically in eq 5. Again, the same analysis schemes are used as outlined above, where the form of the propagator is studied by incrementally increasing the complexity of the protonated water wire system, one dimension at a time. However, unlike the case of the potential, the value of the time step, $t$, in eq 5 is critical and
is chosen as noted in the captions of Tables 5-7. In general, this critical choice is made during dynamics calculations to keep the

Table 5. Tensor Network Decomposition of $\exp \left\{-\imath E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$ for the Two-Dimensional $\left(\left\{\mathbf{R}_{1}, \mathbf{R}_{2}\right\}\right)$ Case ${ }^{a}$

| $\mathcal{A}$ | $\Xi_{1}$ eq S20 | \% grid | $\Gamma_{\text {fid }}$ eq S27 |
| :---: | :--- | :---: | :---: |
| 1 | 1.0 | 2.0 | 0.96 |
| 2 | 0.27 | 4.0 | 1.0 |
| 3 | 0.024 | 6.1 | 1.0 |
| 4 | $2.5 \times 10^{-3}$ | 8.1 | 1.0 |

${ }^{a}$ The time step is chosen to be $t=2.14 \mathrm{fs}$. The first column is the total number of singular vectors along the two chosen dimensions. The second column is the product singular value ratio (eq S20 in the Supporting Information), followed by the total percentage of the overall grid used to achieve the accuracy shown under $\Gamma_{\text {fid }}$.

Table 6. Tensor Network Decomposition of $\exp \left\{-\imath E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$ for the $\left\{\mathbf{R}_{1}, \mathbf{R}_{2}, \mathbf{R}_{3}\right\}$ Coupled System ${ }^{a}$

| $p_{1}{ }^{b}$ | $p_{2}{ }^{b}$ | $\mathcal{A}^{c}$ | $\Xi_{1}{ }^{d}$ eq S20 | $\%_{\text {grid }^{e}}$ | $\Gamma_{\text {fid }}$ eq S27 |
| :---: | :---: | :---: | :--- | :---: | :---: |
| 1 | 1 | 1 | 1.0 | 0.12 | 0.98 |
| 3 | 4 | 12 | $6.0 \times 10^{-4}$ | 0.79 | 1.0 |
| 3 | 5 | 15 | $6.8 \times 10^{-5}$ | 0.96 | 1.0 |
| 4 | 7 | 28 | $6.3 \times 10^{-7}$ | 1.6 | 1.0 |

${ }^{a}$ Here, $t=1.209 \mathrm{fs}$. The parameters $p_{1}, p_{2}, \mathcal{A}$, and $\Xi_{1}$ are reiterated here for clarity purposes and hold the same meaning as in Table 3. The third column $\mathcal{A}$ refers to the number of product singular values defined in the Supporting Information using eq S12 with errors shown using eqs S20 and S27. ${ }^{b}$ Number of product singular values retained as explained in Section S3, see eq S18. ${ }^{c}$ Number of product singular values retained as explained in Section S3, see eq S18. ${ }^{d}$ Singular value ratio for the least significant product vector retained in eq S 18 as dictated by eq S20. ${ }^{e}$ Percentage of the total number of grid points (see Table 1) needed to achieve the accuracy given by $\Gamma_{\text {fid }}$.

Table 7. Tensor Network Decomposition of $\exp \left\{-\iota E_{\mathcal{R},\left\{\mathcal{G}_{\beta}\right\}}(\mathbf{R}) t / 2 \hbar\right\}$ for the $\left\{\mathbf{R}_{1}, \mathbf{R}_{2}, \mathbf{R}_{3}, \mathbf{R}_{4}\right\}$ Potential Energy Surface ${ }^{a}$

| $p_{1}$ | $p_{2}$ | $p_{3}$ | $\mathcal{A}$ | $\Xi_{1}$ eq S20 | $\%$ grid | $\Gamma_{\text {fid }}$ eq S27 |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 | 1.0 | $3.4 \times 10^{-3}$ | 0.96 |
| 1 | 3 | 4 | 12 | 0.010 | 0.017 | 0.99 |
| 1 | 3 | 5 | 15 | $5.8 \times 10^{-3}$ | 0.020 | 0.99 |
| 3 | 8 | 12 | 288 | $7.7 \times 10^{-4}$ | 0.11 | 1.0 |
| 3 | 21 | 24 | 1512 | $3.2 \times 10^{-5}$ | 0.50 | 1.0 |
| 18 | 133 | 42 | 100,548 | $8.6 \times 10^{-7}$ | 6.8 | 1.0 |
| 24 | 441 | 48 | 508,032 | $7.2 \times 10^{-18}$ | 27 | 1.0 |

${ }^{a}$ Here, $t=1.209 \mathrm{fs}$. The parameters in the columns retain the same meanings as in Tables 4 and 6.
error in propagation small. The error in quantum propagation based on eq 3 grows as $O\left(t^{3}\right)$ due to the Trotter factorization of the symmetric split operator. ${ }^{114-118}$
In Tables 5-7, we present our results. In all cases, we gauge the accuracy using the parameter $\Gamma_{\text {fid }}$ defined using eq S27 inside the Supporting Information. We gauge efficiency using $\mathcal{A}$, which captures the number of direct product states needed to reproduce the propagator at the respective levels of accuracy depicted by $\Gamma_{\text {fid }}$ and the corresponding reduction in grid size associated with use of the product states. In all cases, we find that


Figure 6. Illustration of the molecular graph and tensor-network decompositions for complex systems.
our results are consistent with those found for the potential. For studies involving dimensions $\left\{\mathrm{R}_{1}, \mathrm{R}_{2}\right\}$ and also those involving $\left\{R_{1}, R_{2}, R_{3}\right\}$, there are only a few product singular vectors needed, but this value grows sharply upon introduction of $\mathrm{R}_{4}$ due to the increase in confinement afforded by the larger donor-acceptor distance for $\mathrm{R}_{4}$ as noted in the previous section. However, even in such cases, our graph-theoretic approach to represent the potential surface and the associated use of tensor networks greatly reduce the amount of data needed to achieve an accurate quantum propagator with little loss in accuracy.

## 5. CONCLUSIONS

Molecular fragmentation methods have revolutionized quantum chemistry by providing a range of options to obtain accurate post-Hartree-Fock energies, gradients, and other properties at much reduced computational cost, for systems of unprecedented size. The key idea in these methods has been the exploitation of the local correlation properties of molecular systems to only perform steeper scaling calculations in molecular subspaces that need such treatments. Furthermore, when these fragmentation methods are combined with many-body theory and ONIOM, indeed, these lead to a powerful alternative for efficient molecular simulations.

Over a series of publications, we have introduced a graph-theory-based fragmentation procedure that includes within it key elements from many-body approximations and ONIOM. This method has been used to compute accurate post-HartreeFock potential surfaces and AIMD trajectories. More recently, ${ }^{62}$ these methods have been used to develop novel hybrid quantum-classical algorithms to be implemented on a stream of parallel quantum and classical hardware systems, in a completely asynchronous fashion, to arrive at an efficient, high-fidelity quantum circuit implementation.

In this publication, we take on a very different goal for our graph-theoretic fragmentation procedure. In molecular systems, when quantum nuclear dynamics is needed, an accurate and efficient approximation for the quantum nuclear time-evolution operator is critical. This approach has two parts: one that arises from the free propagator and the other that arises from the exponentiation of a discretized version of the potential energy surface. It is for the latter that we introduce here a novel approximation based on the graph-theoretic molecular fragmentation approximation to the potential energy surface. In doing so, we find that the application of the new approximation to the exponential of the potential on some initial wavepacket automatically results in a tensor network form
that enormously reduces the associated exponential computational complexity present within quantum nuclear dynamics. We demonstrate the method by computing potential surfaces and the exponential, time-evolution form of the same for a range of protonated water wire systems and find that the method accurately represents these at much reduced computational cost and reduced data storage. We also show how this approach can be extended to more complex systems. However, critical challenges remain. Although our approach allows for retention of long-range electron correlation effects to be included at some low level of electronic structure theory (such as DFT-B3LYP for the cases studied here) within the quantum nuclear dynamics description, certainly, the non-classical long-range order, which is the result of long-range correlation, would be absent when smaller values of $\mathcal{R}$ are used in our formalism. It remains to be seen how effectively larger values of $\mathcal{R}$ can reproduce true longrange electron correlation (and associated coupling with nuclear quantization as represented within the current tensor-network approach). However, in such cases, our approach will allow a systematic procedure to improve the approximation by gradually increasing $\mathcal{R}$ and also the edge-length cutoff criterion, to systematically improve results.

## - APPENDIX A

## Molecular Graph and Tensor-Network Representations for More Complex Systems

The molecular graph representations for a protonated water wire system are provided in the main text of the paper. Here, we present two additional discussions for a $3_{10}$-helix (Figure 6a) and DNA (Figure 6b) fragmentation to showcase the generality of the graph-theoretic approach. Our graph-based fragmentation is general, and the electronic structure aspects have been discussed in refs 46, 49-57, 62, and 63. To help clarify, we present two illustrations in Figure 6, which show how the graph partition is done for more complex systems that may also display quantum nuclear effects. In Figure 6a, we show a $3_{10}$-helix, which is stabilized by hydrogen bonds, and similarly in Figure 6b, a DNA double helix is also stabilized by hydrogen bonds. First, we explain how the graphs are obtained for these systems, and then, we show how tensor networks may be written if the shared protons in the hydrogen bonds are to be treated quantum mechanically (while our discussion here assumes nuclear quantum effects from shared protons, this is not a limitation in the method. One may generalize this to arbitrary quantum nuclear dimensions, but the numerical demonstration of this aspect is not considered here).


Figure 7. Similar to Figure 3 but now the tensor network formalism is applied to the graphical depiction in Figure 6a. Note that the bottom figure here is the same as the graphical rendering in Figure 6a.

Our code for obtaining the graphs (and hence fragments that are denoted by the simplexes) is general and allows for arbitrary graph formation, based on the needed (local and nonuniform) many-body interactions. The system in Figure 6a was used in ref 52. For the electronic structure portion, the graph is first generated by defining a set of nodes which represent coarsegrained molecular units such as water, hydronium, a single amino acid, and so forth. Next, an upper limit to the spatial extent of two-body interactions is specified which helps determine edges and thus the graph. For example, in Figure 6 a , the nodes are amino acid monomers, whereas the edges include all interactions between an amino acid monomer and monomers in a neighboring helical turn. Our Python-based code then generates all fragments up to a maximum rank $\mathcal{R}$ specified by the user. Furthermore, now the computation of $E_{\alpha, r}^{\text {level, } 1}\left(\mathbf{R}_{\alpha, r}\right)$ and $E_{\alpha, r}^{\text {leel, },}\left(\mathbf{R}_{\alpha, r}\right)$ in eqs 1 and 2 is completely independent, and hence, the associated electronic structure calculations are spawned in an asynchronous manner. The potential surface is generated in a similar manner by considering a collection of simplexes (or fragments) that capture all the needed many-body interactions, triggered by a general graph formalism. ${ }^{46,54,57}$

When quantum nuclear effects are needed, the current paper derives tensor networks from the above-mentioned graph decomposition, and eqs 4 and 5 represent the most general expression for the resulting action, which applies to all graph structures. However, in such general situations, the appropriate tensor network topology may be more complicated and may not in general have an MPS form if one were to consider the most significant correlations. This can readily be seen from Figure 7 which represents a natural generalization of Figure 3, except now the tensor network formalism (eqs 4 and 5) is applied to the graphical depiction in Figure 6a. Thus, the bottom layer of Figure 7 represents the graphical depiction in Figure 6a. Following this, the brown layer in Figure 7 represents the tensor
network depiction of the quantum nuclear wavepacket. That is, the initial nuclear wavepacket now has a more general form than that in eq 8 , in that each tensor core that represents the nuclear degrees of freedom within one node is connected now based on the graph structure of the molecular system. The potential propagator however retains its general form in eqs 4 and 5 and hence can still be applied to this more general initial wavepacket. As a result, the action of the nodal portions ( $\mathbf{V}_{0}$ terms in eq 5 ) is represented using the dark-blue spheres in Figure 7, whereas the edge portions are represented using the light-blue rods in Figure 7. We compare these with the appropriate portions of Figure 3. The full system low level (first term on the right side of eq 4) is represented in pink in Figure 7 and retains the same structure as that of the original graph.

Although clearly, the general situation may warrant initial wavepackets that are not MPS states, the structure of eqs 4 and 5 retains its general form. Even so, if needed, an MPS can always be constructed for any rank- $\mathcal{N}$ tensor. The only question is whether it has the maximum compression of data based on graph topologies such as those shown here. Although the expressions provided in the paper are general and will still apply to arbitrary tensor-network input states, numerical implementation of the same will be reserved for a future publication. Furthermore, whether such general TN states need to be considered or not for any given problem would be a choice based on efficiency versus accuracy. Although on the one end, the MPS form may be easier to handle, more general TN forms such as those in Figure 7 may appropriately capture the molecular correlations. In such situations, for example, the MPS may need more bond dimensions for the full system low level for accurate simulations. Additionally, as seen in Figure 6b, the quantum nuclear degrees of freedom encompassed within a node are correlated to several other nodes (through edges and faces), but the resultant propagator is still of the same product form as that in eqs 4 and 5 .

Although our propagation code is written in a general way to handle such situations, it is still sensitive to the choice of the initial wavepacket (i.e., MPS or not), and numerical testing is essential in such cases. This paper numerically illustrates our work for an MPS input state.
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